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Abstract—The unprecedented amount of data from mobile
phones creates new possibilities to analyze various aspects of
human behavior. Over the last few years, much effort has been
devoted to studying the mobility patterns of humans. In this
paper we will focus on unusually large gatherings of people,i.e.
unusual social events. We introduce the methodology of detecting
such social events in massive mobile phone data, based on a
Bayesian location inference framework. More specifically,we also
develop a framework for deciding who is attending an event. We
demonstrate the method on a few examples. Finally, we discuss
some possible future approaches for event detection, and some
possible analyses of the detected social events.

I. I NTRODUCTION

Over the last decade many new data sources have arisen
that can be used in the social sciences, ranging from online
social networks, such as Facebook or Twitter, to huge mobile
phone data, promising a completely new approach in the
social sciences [1], [2]. This unprecedented amount of data
on social behavior can be, and has been used to study the
behavior of human beings. Data from mobile phones have
been used to analyze many dynamics [3] such as mobility
behavior of people [4]–[6], uncovering highly regular work-
office patterns [6], [7], communities in mobile phone net-
works [8], [9], the geography of calling behavior [10], showing
a (gravitational like) effect of distance on the probability of a
link [11], and the so-called strength of weak ties [12].

In this paper we will focus on detecting social events in a
massive mobile phone data set. One can think of events such
as rock concerts and sports finals, but also of events such
as protests or emergencies. The idea here is to focus on the
non-routine behavior of people, unlike earlier approaches[13],
[14]. For example, in an office district, many people will be
in a single place around the same time, but this does not
constitute any social event.

Earlier analysis of events showed common geographical
profiles for certain types of events, and suggested a proximity
effect [13]. Such events will presumably have a significant
impact on urban transit, so are important for urban plan-
ning [15], [16]. Another approach focused on anomalies to
detect emergency events [14]. Moreover, people seem to
behave differently at social events [17]. This highlights the
importance of detecting social events, in order to analyze them.

II. DATA

Because the methodology we will develop here is partly
motivated by the type of data available, we will first briefly
introduce them. The original data set we propose to analyze
consists of all the calls of a large mobile phone company
in a European country. For each call, we have an identifier
(properly anonymized) for the person making the call (caller)
and for the person receiving the call (callee). For both caller
and callee we also have available the cell tower identifier at
the time the call started. Coupled with the location of all the
antennas of the company, we can infer some position of the
users. We included both text messages and actual calls in our
analysis. The relevant data cover 14 months for about5.75
million users and around900 million calls and text messages.

We perform a selection of the users based on their calling
behavior. In order to be able to correctly identify users’
locations, we need sufficiently regular connections to the
network, which can be expressed in terms of the time between
two calls [18]. We impose that80% of the time, a user will
be involved in a new call less than one day after his last one.
Based on this selection, we keep around55% of the users,
while keeping around87% of the total number of calls and
text messages.

III. L OCATION INFERENCE

To be able to extract accurate and meaningful informa-
tion from this raw data, we use a simplified probabilistic
framework, based on the work of [19]. The most important
reason for taking a probabilistic modeling approach is the
somewhat erratic antenna jumps. It frequently happens that
a user switches from neighbouring antennas while making
several calls, although it is unrealistic the user is actually
moving (because he would move too fast to be realistic).
Furthermore, since we expect usage to be more intense than
usual when events take place, multiple antennas will probably
serve customers at the event location due to load balancing.
Finally, our method can be seen as a smoothened Voronoi
tessellation, thereby dealing automatically with these type of
phenomena.

We denote byx the position of the user and byXi the
position of antennai. We will denote the probability to be



Fig. 1. Probability densityψi(x) (represented by the level curves) for a
particular antennai (the central black ‘X’), showing neighboring antennas
(the red ‘X’s) and the local Voronoi tessellation (in dark lines). The density
can be seen as a smoothened Voronoi tessellation, where there is also some
(small) probability to be connected to antennai when the user is in another
Voronoi cell.

connected to antennai given positionx with
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whereβ is a parameter representing how quickly the signal
decays [19]. As stated, this can be seen as a smooth approxi-
mation of the Voronoi tessellation, in which a user will always
connect to the closest antenna. To see this, assume that the
distancedi = ‖x − Xi‖ < dj = ‖x − Xj‖ is smaller fori
than for j. Then the fractiondi/dj < 1, and the probability
φj(x) → 0 for β → ∞. Hence, the probability to connect to
any antennaj, while there is another antennai closer, goes
to 0 for β → ∞, congruent with the Voronoi tessellation. An
example of this probability density is shown in Fig. 1. Since
we are interested in the probabilityψi(x) to be present atx
upon connecting to antennai, using Bayes’ rule (without prior
information), we obtain

ψi(x) =
φi(x)

∫

D φi(x)dx
. (2)

IV. EVENT DETECTION

In this section we will introduce the methodology to detect
social events based on the calling patterns of users. We define
social events as exceptionally large gatherings of people who
are ordinarily not present at a specific location. There are a
few key ingredients in this definition that need to be made
clear: (1) presence at a location; (2) ordinary presence at a
location; and (3) exceptionally large gatherings. We will define
these concepts more clearly and formally in the following
subsections.

We will first explain how we define the probability to be
present at a certain location. Then we will define the ordinary
probability of a user to be present at a certain location, and
use both these probabilities to define a measure of attending
a (possible) event. Finally, we will specify how we decide

whether there is an event taking place or not at a certain
location at a certain time.

A. Presence Probability

We will be looking for an event in regionA, at some
starting timets and ending timete during a specific weekw.
Let us denote byXA those antennas who cover the region
A. Furthermore, letτ be the time window[ts, te] of the
potential event andτv be the same time window during week
v = 1, . . . ,W . We can then select all calls that took place
within the time windowτw at antennas inXA. Furthermore,
a useru has made calls at antennasi1, . . . , iCu

∈ XA at time
t1, . . . , tCu

in τw. We are interested in the probabilityPrp a
useru was present atA during timeτw.

For the exact timetc, for a specific callc, the probability a
user was inA is clear from the previous section, and we denote
it by ΨA,c(tc) =

∫

A
ψic(x)dx. We now have to infer somehow

the probability to be present atA at some timet 6= tc. Keeping
it simple, we assume a person leaves a particular location ata
constant rateγ for t > tc, without any probability of returning.
Similarly, we assume a person to arrive at a constant rateγ
for t < tc. This constant rate assumption then yields

ΨA,c(t) = e−γ|t−tc|

∫

A

ψic(x)dx. (3)

We have chosenγ such that there remains only1% of the
original probability 15 minutes after and before the callc.
Taking all calls into account, and normalizing by the theoret-
ical maximum, it follows that

Prp(u,A, τw) =
1

te − ts

∫ te

ts
maxc ΨA,c(t)dt

maxi∈XA
ψi(A)

. (4)

B. Ordinary Probability and Probability of Attending

Based on the same idea we used to compute the presence
probability Prp(u,A, τw), we derive the average probability
a useru was in A within a certain time windowτ for all
weeks different from w. This probability will be called ordinary
probability Pro to reflect the fact that it concerns ordinary
behavior, i.e. regular mobility pattern independent of theevent
that may occur at weekw. This can be defined as

Pro(u,A, τw) =
1

W − 1

W
∑

v=1
v 6=w

Prp(u,A, τv), (5)

This probability captures how regularly this particular user was
in the area of interestA during the time window specified by
τ , at other weeks thanw. We then define the probability the
user was attending the event as

Pra(u,A, τw) = Prp(u,A, τw) (1− Pro(u,A, T )) , (6)

where higher values indicate a higher degree of certainty
the user was attending an event on weekw compared to its
ordinary behavior during all other weeks.
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Fig. 2. Z-scores of number of attendees for four different areas of interest:
(a) the national football stadium; (b) a large city park; (c)a rural area; and (d)
a tourist destination. For the national football stadium, the two finals clearly
stand out, and for the park the music festival stands out. Therural area shows
only one event, namely Christmas evening, while the touristdestination shows
two events during the summer.

C. Event Detection

In order to classify wether a user is attending an event or
not, we select a cut-off valuePr∗a such that only1% of the
users have such a high attendance probability on average over
all weeks. We then say a user has attended a social event on
weekw wheneverPra(u,A, τw) > Pr∗a.

Let us denote bynw the number of users that according
to this decision rule have attended for a weekw. Then, letµ
denote the average number of attendees, and byσ the standard
deviation of the number of attendees. We then state that an
event has taken place, whenever

nw − µ

σ
= z > 3, (7)

which is known as a z-score. Sincenw seems to be normally
distributed, when one removes the outliers (which will most
likely be our events), the above condition simply states that
the probability to see so many possible attendees given the
normal distribution ofnw is only about1% with z > 3, hence
they really represent unusually large gatherings of people. We
will use this threshold ofz > 3 in the remainder of the paper.

V. RESULTS

We will now demonstrate the method on a number of
different examples: (1) the national football stadium; (2)a city
park; (3) a rural area; (4) a touristic area. For the first location
we know what matches were being played, in particular the
finals of the national football cups. We know that (at least)
one big music festival took place in the large city park. We
included a remote rural area, for which we expected to find
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Fig. 3. Figure (a) shows the number of calls made by those who have
attended the first final according to our method and those who haven’t. At the
time of the match (between 17-19h), the drop is most visible for those who
attend, as expected. Figure (b) shows the number of calls forthose attending
and those not attending the music festival. The festival lasted several days,
with music continuing late into the night (or early in the morning).

no events. The popular tourist destination is included to see
how the method is affected by a strong seasonal trend.

The results of the z-scores for the football stadium are
displayed in Fig. 2(a). The two peaks represent exactly the two
finals played, and our method then seems to detect these two
finals correctly. Both finals were played at a Sunday between
17–19h, and we used the data between 15–21h to detect the
event. A more detailed analysis of the first final shows that
the number of calls drop during the hours 17–19h, as shown
in Fig. 3(a), but more stronger for those who are attending
the event according to our method. The results for the second
final are similar.

We can also compare the number of calls to the average on
this weekday, which is represented by the thin dark line. The
number of calls of the non-attendees is larger than usual just
before and just after the match. So, this suggests that some
people could be incorrectly classified as non-attendees.

The z-scores for the large city park are displayed in
Fig. 2(b). We observe only one clear peak, which corresponds
to the date of the music festival. We again consider the
difference between the calls of those who attended (according
to our method) and those who do not, as displayed in Fig. 3(b).
The most striking feature is that the calls of attendees doesnot
really seem to be increasing or decreasing throughout the day.
More specifically, those who attend the music festival seem
to be mainly the ones who call during the night. Given the
nature of the festival, probably many young people continue
to party into the night.

For the rural area we unexpectedly found one event. Upon
closer examination, this specific day surprisingly turned out to
be Christmas evening. Probably many family members gather,
who would normally be elsewhere in the country. Indeed for
the other locations this week also shows a somewhat higher
z-score (although not very high). The tourist destination shows
signs of two events during the summer, and it is clear what
is the high season and what the low season. For the tourist
destination it is quite normal there are relatively many people
during the summer who are not there often, namely to spend
their holidays.



These four examples suggest our method is capable of
detecting events, although one should take care in interpreting
the results. Looking into the calling dynamics for specific days
of the event suggests that our classification of attending and
not attending may work well, although it remains difficult to
assess the performance exactly.

VI. CONCLUSION & D ISCUSSION

This method gives a probabilistic framework to detect
events, and determine which users participated in the event.
Based on a simple Bayesian location inference framework,
we have suggested how we can indicate which users are
likely to have attended the event, and when and where any
events happened. We have demonstrated this method on a
few examples, using limited data, namely only positions of
the antennas. Still, it remains difficult to validate the method
without additional information.

However, considering a simple Voronoi method, not using
such a probabilistic framework, already seems to provide
some indication whether there is an event or not. However,
it can easily misinterpret which people are actually attending.
Therefore, we might consider the following improvement. We
first detect social events using a simple Voronoi method, but
use the more refined method suggested here to decide which
people actually participated in the event. So using the Voronoi
approach we obtain a coarse-grained view of which events
happened, while our method gives a more fine-grained view of
who is attending, and could provide a more accurate estimate
of the exact location. This would speed up the algorithm,
making it more feasible to detect events across the whole
country with reasonable accuracy.

Once we have detected a number of events, we can analyze
them more closely. Since we are able to (re)trace the steps of
attendees, we can analyze their mobility behavior and their
calling behavior. People attending any events are showing,
by definition, mobility behavior that is different from their
routine. So the non-routine mobility behavior of people seems
to be correlated with each other. Furthermore, we can analyze
whether this correlation is different for people that call each
other. It can be expected for example, that most people will not
go to social events on their own, but rather meet with friends.
It might also be possible to investigate any possible word-
of-mouth effect. Finally, the methodology might be useful
in situations of crowd management or emergency detection.
One of the more interesting directions of research will be that
although people are behaving differently from ordinary, they
tend to do so together.
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