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Abstract—Explaining how cooperation can emerge, and persist inaccurate, although some also assume that only some (so-
over time in various species is a prime challenge for both called ‘observing’) agents update their (private) repate, so
biologists and social scientists. Whereas cooperation in non- that the reputation of an agent can diverge between differen

human species might be explained through mechanisms such, , LS .
as kinship selection or reciprocity, this is usually regarded as observers'. Another noteworthy exception is [11], thaidses

insufficient to explain the extent of cooperation observed in the problem of how to deal with lying when gossiping takes
humans. It has been theorized that indirect reciprocity—I help place. However, none of these studies have devoted any
you, and someone else later helps me—could explain the breadthattention to cooperation networks (who will cooperate with
_of human cooperation. Reputation is cgntral to this idea, since whom), to which we will pay special attention here.

it conveys important information to third parties whether to h ion d ics inh in th f del
cooperate or not with a focal player. In this paper we analyze | N€ reputation dynamics inherent in these type of models
a model for reputation dynamics through gossiping, and pay are also of interest from another point of view. It is known
specific attention to the possible cooperation networks that may in the sociological literature that gossiping plays a digant
arise. In this paper we show that gossiping agents can organize part in the maintenance of norms [12], [13]. Whenever a group
into cooperative clu_sters, i.e. cooperate within cI_usters, and diect upholds a certain norm, those who transgress the norm are
between them, which can be regarded as socially balanced. We ished th h ial . ificalle th
also deduce conditions for these gossiping cooperators to bePUnished through social actions [14]. More specifically t
evolutionary stable. reputation of someone who transgresses a norm would be
lowered, and gossiping seems to play an important role in
that process [13]. As cooperation could also be explained by
social norms [15] (although that begs the question how socia

rms emerge and are maintained), our model would also be

I. INTRODUCTION

The scale of human cooperation is larger than seen in
other animal. Since free riders can take advantage of COOPES i nterest from that point of view.
ators, explaining the evolution of cooperation is an irgéng In the next section. we will int'roduce our gossiping rep-
and important research topic [1]. Various mechanisms hay, .

. : . . Ufation model. The third section will discuss fixed points
been suggested that might explain the evolution of cooperat of these dynamics, showing that higher social influence can
such as kinship, direct and indirect reciprocity [2]. Ireait y ' 9 9

. L : . . lead to less cooperation within the population of gossiping
reciprocity is an important mechanism for the explanation : ) .

X . .77 “cooperators. Moreover, we show that undirected fixed point
of human cooperation [3], since human cooperation is ng

X e : cooperation networks are socially balanced. In the fourth
restricted to kinship or to repeated games. It is even sugdes_ . : . . . X
- : . . section, we will examine the evolutionary dynamics using
that some form of indirect reciprocity would constitute the ~ . . . . L
. . . : Feplicator equations, and give evolutionary stability ditions

biological basis of morality [4]. . : .

; S . for the gossiping cooperators. Finally we will give some
The evolution of cooperation is usually studied through the . L
. e : conclusions and directions for further research.
prisoner’'s dilemma [1]. In this game, both players have two
options: give the other some benefit at some costs to himself,

or not.Indirect reciprocityis based on the notion that if you aid [I. REPUTATION DYNAMICS

someone now, you might be returned the favor at another timeWe consider a population ofinteracting agents. Each agent
by someone_else. The informz_ition Whther or not someone rl;]%ss two options: give the other some ben&fit 0 at some
coopergted IS conveygd as his reputation. . costse < b to himself, or not. When the first option is chosen,

In this paper we will analyze a ”.‘Ode' where reputation We say the agent has cooperated, and when the latter option
locally constructed through game interactions and trasnsm,s chosen, he has defected. When both agents cooperate, the
sion of information, i.e. gossiping. This in contrast to manpayoff is b — ¢ for both. If one cooperates, but the othe'r
approaches [5]-[10] that consider reputation to be ohjeet ccefects, the payoff for the first is-¢ and for’ the latterb.

that is, the same reputation for all agents—which is arguaqyboth agents defect, the payoff @& since neither receive
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players will gossip about their interaction to their neighdh k
;I'Qgge\r/\gllédr?owever, only tell agents with whom they have Will & inform i7 ._

We denote byR;;(m) € R the reputation agent has in
the eyes of agent, i.e. what agent thinks of j, whether he | Does i ‘like’ k?
should cooperate or defect jan roundm € N. The decision
to cooperate is then denoted by;(m) € {0,1}, and we will

Did j cooperate
with k7

consider ; j
_ \_/
a;j(m) = O(R;;(m)), (1) -
where . | The link to
>
O(z) = { é :; ; 2 8 (2 be updated.

Where.aij(m) = 1 denotes cooperation and;;(m) = 0 Fig. 1. lllustration of how the social part of the reputatigynamics works.

defection. That is, agents cooperate whenever the repmtatin short, k informs i on the action ofj only if a;;(m) = 1. Thend will

; it i ; consider that action as ‘good’ if either cooperates and likes k or if j

Is positive, an.d d_efect whenever it I.S ne_gauve. . ..., defects and doesn't likek and as ‘bad’ whery defects and likes k or if
The reputation is updated by considering both the |nd|u|du;1cooperates and doesn't likek, as shown in Fig. 2.

interaction, and the gossip passed on by the other players. W

consider the following dynamics of the reputation Reputation of k, or oy, (m)
) ? .

AR;j(m) = Rij(m+1) — Rij(m) = (1 — N)ALj;(m)+ Action of j, or a;i(m) |
A

o Y ASy(km), @) G B
£ C G B
where AZ;;(m) is due to the individual interaction, and D B G

AS;;(k,m) is due to the gossip from ageht balanced by
a social influence parametér < \ < 1, where higher

A indicates a higher social influence. We calll;;(m) the Action is considered as

individual part because in the absence of any social influence, either Good or Bad
the dynamics of an agent would be solely based on his own
individual interaction, and cal\S;;(m) the social part Fig. 2. The social strategy for updating the reputafin(m). If oy, (m) =

For theindividual partwe consider a version of the Win-1 agent; will have cooperated, and if;;(m) = 1 the reputation is good,

Stay-Lose-Shift (WSLS) strategy, also known as the Pav|@pd bad otherwise. Actions that are considered good inererees reputation
T . R;;(m), bad ones decrease the reputation {hy

strategy [16]-[18]. Let us characterize this in terms of the

reputationR;; (m). Whenever the outcome is favorableite-
both agents cooperate, orefects butj cooperates, thereby \ve i consider both cooperation with a good player, and

giving i a benefit. without ha\{ing to pay the costs—it WOUI,CHefection with a bad player as good, and the other two options
!lke to keep playlng that choice (cooperate or defect), evhil ¢ bad, as displayed in Fig/ 2, which is compatible with
i the Qutcome IS unfayorable—poth defect, ocpopera’ges Ohtsuki’s and lwasa’s best performing strategies. An agent
while j defept;—agentz would Ilkg to change its choice. i .onsidered good byywhenevera,,(m) — 1, and bad when
Hence, we will increase the reputation (withwhenever both asx(m) = 0. Every good action will increase the reputation

. ik
agents cooperate or when both defect, and decrease IWith, 'y 4ng every bad action will decrease the reputationl by
the_ reputation whenevgr one (_je_fects, and the_ other coppera}aking into account the fact a neighbbrwill only gossip if
This leads to the following individual change in the repigtat axi(m) = 1, we arrive at the following for the social part

of j in the eyes ofi
AlLy(m) = Qagy(m) = D) @ag(m) — 1), (@ SSom) = aalm@aalm) = DEam) =D, ©

The social partis somewhat more elaborate, for which wéf‘n_d take into account the average gossip of all neighbgts

consider again the reputatiddy;(m). We assume a neighbour® /- . . .
k will only gossip to agent, whenever agenk cooperated _Summarlzm_g, the rgpu?atlon dynamics can be seen as a
with agenti, or whenay,(m) = 1. Agentk will then gossip discrete non—lmear switching syst.em. If we denotediyn)
about whatj has done td: in the last round. That is, agent 1€ 7 X 7 Matrix (a;;(m)) and similarly by R(m) the n x n
will be informed of o (m), or whether; has cooperated or matrix (R;;(m)) the system can be summarized as
not with_ agentk. .However, depen_ding on what‘thinks’ of R(m+1) = R(m) + f(a(m)), (6)
k, he might consider such an action to be ‘good’ or ‘bad’. A a(m) = O(R(m)) @)
small overview of this idea is provided in Fig. 1. ’

What actions can be considered ‘good’ and what ‘bad’ ishere © is applied elementwise, given by [(2), anfl :
much debated [6], [8]-[10], but Ohtsuki and Iwasa demo®™*" — R"*" is given by [(3), withB representing the
strated there is a small set of best performing strategips [Boolean domaiB = {0,1}. This is the reputation dynamics
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TABLE | N
OVERVIEW OF VARIABLES structure to be a cooperative fixed point (9) must hold, sb tha

(1 =N (2aij(m) — 1)(2a;;(m) — 1)+

- - A
meN Number of rounds of interaction Z agi(m)(2a;x(m) — 1)(2a,(m) — 1) > 0. (10)
R Reputation of agenj for agent: at roundm n—2 g
AR;;(m) € R Change in reputation in rouna J
B

Reputation Dynamics

ajj(m) € Age_nt i cooperates (1) or defects (0) with agent Sinceq; (m) = l(m) we can simplify to
A€ [0,1] Social influence parameter J J
p € [0,1] Probability to cooperate in the first round (1 )\>+
Evolutionary Dynamics A
c>0 Cost incurred by cooperating n_29 Z aki(m) (205, (m) — 1) (20 (m) — 1) > 0. (11)
b>c Benefit received from cooperative partner ki,j
z; € [0,1] Fraction of population of type (relative abundance) . . )
P(m) €R Payoff for typel afterm rounds of interaction Since ag;(m) = 1 only for & € S, the summation is
P(m) eR Average payoff in the population effectively only over members of group Since all links from
1 andj to k then are positive, we obtain
for the gossiping cooperators we will use in the remainder of (1-X\)+ A 2(nd -2)>0 12)
the article. -

which always holds becauge< ng <n and0 >\ > 1.
Now leti € Sy andj € S. with e # d, so thata;;(m) = 0.

Similarly as before, for condition {8) to hold we require
Let us investigate for which cooperation networks the

relations of cooperation and defection endure. That is, we(l — \)—

I1l. POPULATION STRUCTURE

investigate the fixed points in terms ef;;(m), or when A
a(m + 1) = a(m) in (7). That is,a(m + 1) = a(m) = ,, _9 ngi(mﬂzaik(m) — 1(2a;r(m) —1) < 0. (13)
O(R(m)), so if a;;(m) = 1, or equivalentlyR;;(m) > 0 then e

R;;(m+1) > 0 so thatAR;;(m) > 0 is a sufficient condition Again, sinceny;(m) = 1 only for k € S, the sum is only over
(and likewise fora;;(m) = 0). In the following, we will call agents in groupi. There is always a positive link betweén
a link on which there is defection also a negative link, tilsat iandk € S; and always a negative link betwegrandk € S,.
where the reputation is negative, and likewise use poditike Hence, this simplifies to

for cooperative links. In order for any cooperation network A

to be a fixed point, any positive link should remain positive, (1-X)—
and any negative link should remain negative. We call a "

cooperation network aooperative fixed poinivhenever which shows that the group size < ng < n is bounded
by X. More specifically, this condition needs to be fulfilled

AR;;(m) <0 if ay;(m) =0, (8) for the smallest group, thus obtaining an upper bound on the
AR;;(m) > 0 if a;;(m) = 1. (9) number of groups. To divide the network infogroups, the
' ' largest possible smallest group size is thefy (hamely an
Using these conditions it can be provehat for undirected equipartition ing groups). Working out the previous condition
graphs (i.ec;;(m) = a;;(m)), every connected component inthen gives

(na —1) <0, (14)

a cooperative fixed point network must be complete. This can n. (n—=2)(1-X) 41 (15)
be proven inductively by looking at an already completely q A
cooperating networkG. Then, if we add a new agent, | hich reduces to approximately

it needs to cooperate with at least one agent G in

order to be connected. But if the agent then defects with P (16)

any other agentsv # v € G, the cooperative fixed point ¢+1

conditions are not fulfilled, proving that, whenever two mige Hence, the social influenck induces an upper bound on the
cooperate with each other, they should cooperate also withmber of groups that can possibly exist in the network. For
all their cooperating partners. This corresponds to groups< 2/3 there can be only one group, and for increasinthe
where there is only cooperation within groups, and defectigpossible number of groups increases. Roe 1 the number
between groups. Indeed, the cooperation could then be giewsd groups is maximum, that is, there can be as many groups
as adhering to group norms, where agents are expectedasahere are agents; stated somewhat differently, the mimim
cooperate with group members, and to defect with outsidegroup size is then only agent.

Let us then consider groups...,q of agentsSi,..., S, This provides a surprising connection between indirect
with group sizesy; = |S4,...,n, = |S,|, with only positive reciprocity and a field known in the social sciences as social
links within groups, and only negative links between groupfalance theory [19]. When the theory was first stated a triad
Now leti,j € Sy, so thata;;(m) = 1. Then for this group (a cycle of three nodes) was balanced if it contained an even

number of negative links [20]. That is,ifand; have a positive

1we have skipped formal proofs in this paper due to lack of space  relationship, they should both hold the same attitude tdwar
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k. A whole network can then be called balanced if all its triad®r the unconditional cooperators and defectors, Iite*"-
are balanced. It can be proven that a network is balancedrifitrix is relatively simple
and only if it can be divided into exactly two groups, with

only positive links within groups and negative links betwee e
groﬁp?s. grete 9 a;j(m)=4¢ 0 if i € Ny (18)
O(R;j(m)) ifie Ns

However, the triad with only negative links might be a little
ambiguous. That is, it is not necessarily the case that “myAs the unconditional defectors and cooperators never
enemy’s enemy is my friend”. Therefore, another definitiofhange their action, there are no dynamics involved for them
of social balance could be provided, namely that there . only fori € N3 do we have to specify howt;;(m), or
not exactly one negative link in every cycle [21], whictPetter yet,R;;(m) changes, which of course remains the same
might be labeled weak balance [22]. This is equivalent @ before (but only the gossiping agents are considerecein th
partitioning a network into multiple groups, with only ptigé ~ social part). Hence, foi € N
links within and negative links between groups [20]. Vagou
studies have investigated whether such a balanced staarapp Rij(m +1) = Rij(m) + (1 = M)Al (m)+
from dynamics where unbalanced triads haye a pro.bability.to A Z AS;;(k,m), (19)
change into balanced triads (thereby possibly again cgati n—2
other unbalanced triads) [23]-[25]. ) ) -
From our earlier observations, we can conclude that eve?d fori & Ns nothing needs to be specified.
fixed point cooperation graph is always weakly balanced. TheConsider an agent Each time another agentcooperates
inverse statement only holds far= 1, so the two statements With agenti, the first receives a benefitand the latter pays a
are then equivalent, thus providing a new characterizatfon C0St¢, and similarly if agent cooperates. So, the change in
weakly balanced complete networks. So, in every weakly b&2Yoff for agenti can be given as;;(m)b — a;;(m)c. Since
anced complete network two friends will have more commai€ are studying the evolution in terms ypes of agentsve
friends than not, while two enemies will have less commdy€ interested in the average payoff for agents of a paaficul
friends than not. Stated differently, most of my friendslwié YP€- SO, in general, the payoff for typecan be written as

friends themselves. ™o 1
Pi(m) = Z — Z - Zaji(w)b —ayj(w)e.  (20)
w=1""tieN, % i
We will | how th . ¢ ‘ However, this depends on the cooperative behavior of agents
€ wilt now analyze how the gossiping cooperators periori (m), which for gossiping cooperators can be rather difficult

. . . Q5
against unconditional cooperators and defectors (i.ey thf?) deal with, depending on the initial conditions in the first

always cooperate or defect). That is, we let all agents pl?gund. Hence, we will only study expected values to obtain
a number of rounds of the prisoner’s dilemma to accumulaé ’

. o . . %alytical results.
some payoff. Higher payoff will imply a higher reproduction For the gossiping cooperators, the reputatign(1) needs
rate, thereby increasing the relative abundance of sda:tteszfo be initialized. We will setR--,(l) — 0 and instead of
strategies. We will focus here on tgpe of agentsnot on oo thena;(1) = O(R;;(1)) Z 1, we assume gossiping
any individual agent, . agents will cooperate with probability. So, for the first
Let n; denote the number of unconditional cooperaters, .\ we assum®r(ay;(1) — 1) = p. In order to study
1] - - .

the number of u_nqond|t|onal defec.tors amgl=n denote t.he the evolutionary dynamics we will only look at the expected
number of gossiping cooperators; let the total populatien l?eputation(R(m)). With increasing variance(1 — p) of the
denoted byn, = n; + ny + ns; let N; for [ = 1,2, 3 denote *J

. ._probability to cooperate, we are more likely to deviate from
respectively the set of cooperators, defectors and gossip he expected reputation, but fpr= 0 andp — 1 the system

cooperators; and finally, let the proportion of each type k?g deterministic, and the derivations will be exact.

denoted by, = 7 /n.. In the limit of large population size g6 the unconditional defectors will always defect, and
the eyolutlonary dynamics can be described by the rEphcaﬁfkewise the unconditional cooperators will always coaper
equation [26] the only question is what the gossiping cooperators will do.
iy = 2(Py(m) — P(m)) (17) By plugging (18) into [(3), and by taking into account that
~ Pr(a;;(1) = 1) = p for i € N3, and only taking into
whereP;(m) is the payoff for typd and P(m) = >, :Pi(m) account the expected change in the reputations, we arrive at
is the average payoff in the population after rounds. The the following reputations forn = 2
payoff P,(m) depends in principle on the cooperative behavior o
of all agéntzs, as is made explicit below, so also depends on (2p— 1)@ +A(p—1) !f J€ M
the z; variables. If we denote b\ = Y, z; = 1, one can (Rij(2)) =4 (1- 2p>§1 +Ap-1))  ifjeNy (21)
see thatX = 0, so that the evolutionary dynamics take place (Zp— 1A+ Ap—1)) ifjeN;
on the unit simplex. with obviouslyi € N3. Then forp > 1/2, the expected reputa-
For i ¢ Nj, that is for a cooperator or defector, wetion will be positive for cooperators, and negative for dedes,
denote their action also by, ;(m) similarly to the gossiping and forp < 1/2 just the other way around. If we assume that
cooperators. However, since there are no dynamics involvied positive expected reputation the gossiping coopesatolt

k#i,j€N3

IV. EVOLUTIONARY DYNAMICS
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TABLE Il . . ..
SUMMARY OF POSSIBLE TRANSITIONS FROM A POSITIVENEGATIVE and defection against defectors emerge. This is due to the fa

EXPECTED REPUTATION(R;;(m)) TO A POSITIVEINEGATIVE EXPECTED  that for A < 1/2, whenever the reputation is negative, it will
REPUTATION ([i; (m + 1)) IN THE NEXT ROUND VERSUS COOPERATORS - hacome positive, and whenever it is positive it will become
AND DEFECTORS . )
negative again.

(a) vs. cooperators Suppose they have cooperated once, then the question is

(Ri;(m)) how many times they defect before they start another cooper-
‘ <0 >0 ative round. The change {8\R;;(m)) = (1-A)—A =1-2X
if they defect and(AR;;(m)) = —(1 —X) — A = -1

<0 | A<i Never
(Rij(m + 1)) \

>0 | A> % Always

(b) vs. defectors
(Riz(m))

if they cooperate. Hence, the question is for what number
of roundsr we haver(l — 2X) — 1 > 0, which implies
r > 1/(1 — 2X). Hence, we will have about/(1 — 2))

<0 >0 defections for every single cooperation, after the firstnchu
<0 ‘ A> % Always This observation agrees also with the fact that the Win-Stay
>0 [ A<y Never Lose-Shift strategy cooperates with unconditional defiect
half of the time (which is the case fox = 0). Also, for
A — 1/2, the number of defections per cooperation goes to
cooperate (and for negative expected reputation defé@h t infinity, showing they tend to always defect whan— 1/2.
the gossiping cooperators will cooperate with cooperatfors we can simplify the calculations of the payoff for these
p > 1/2 and defect against defectors for< 1/2. Hence, this cycles, by considering the average behavior for these sycle
warrants to analyze the cages< 1/2 andp > 1/2 separately. Since for each cooperation we hawg1 — 2)) defections we
The average reputation between gossiping cooperators Win spread this amount of cooperation over the complete cycl
always be positive. and obtain an average cooperation(bf— 2))/(2 — 2)) per
After these first two rounds, the sign of the reputationgund.
versus cooperators and defectors might change howeven Fro | et ys first derive then the payof?; (m) for cooperators.
this point on, all gossiping cooperators will have a positivrhey will cooperate every round with everyone, so pay a cost
reputation amongst each other, g (m) = 1 for i,j € N3 of , however, they will receive a benefit from themselves,
andm > 2. Then the expected change in reputationifor- 2 g receiveb. From the defectors, they will never receive any

(Rij(m+1))

is given by benefit. The gossiping cooperators will cooperate in thé firs
(1=X)2ay(m)—1)+x ifjeN round with probabilityp, and hence, the cooperators rece_ive
(AR;j(m)) =< (A =1)(2a;(m) —1) =X if j € Ny pb on average from them. In the subsequent round (since
1 if j €N, we assume here that < 1/2 andp < 1/2), the gossiping

(22) cooperators will defect with unconditional cooperatohsitts,
Hence, ifa;;(m) = 1 then (AR;;(m)) > 0 for cooperators, (R;;(2)) <0foriec Nz andj € N, from (21) in this regime.
and(AR;;(m)) < 0 for defectors. That is, once they cooperatérom (22) we can conclude indeed th@k;;(m)) < 0 for
with cooperators, they will continue to cooperate, while fdurther rounds. Putting all this together, we arrive at
defectors, if they cooperate, after some time they will tstar
defecting. Now suppose;;(m) = 0. Then(AR,;j(m)) > 0  Pi(m) = x1(mb —mc) + z2(—mc) + x3(pb — mc). (23)
only if A > 1/2 and(AR;;(m)) < 0 only for A < 1/2 against

cooperators. For defector6AR;;(m)) > 0 only if A < 1/2 Now let use derive the payoff»(m) for the defectors.
and (AR;;(m)) < 0 only if A > 1/2. This is summarized in They will always defect, so never pay a castFrom the
Tablelll. cooperators they will receive a benedit and nothing from

This suggests we can distinguish four different regimes tifemselves. From the gossiping cooperators they will vecei
behavior, based on whethgrand \ are larger or smaller than b with probabilityp, sopb on average as well. As we concluded
1/2, which we will briefly describe, and are summarized iarlier, cycles of cooperation and defection will emergettie
TableTll. We will demonstrate how to derive explicitly thegossiping cooperators, but we can assume that they will only
payoffs P;(m) for the first regime, as the payoffs for the othegooperatg1 —\)/(1—2X) rounds on average. Putting all this
regimes can be similarly dealt with. Due to lack of space, wiegether, we obtain
provide the normalized payoffs only in the Appendix. L
1—2\

Py(m) = x1(mb) + x3 (pb +(m—1)b ) (24)

A. Individualistic prejudiced

When A < 1/2 andp < 1/2 the gossiping cooperators Observe that necessarily all costs that are being made for
listen more to themselves than to others, and they start dype 1 appear as benefits to typ2sand3, and likewise so for
with some prejudice towards others—that is, they are moadl other possibilities. This means that for the payB¥(m)
likely to defect than to cooperate in the first round. In thef the gossiping cooperators, we already discussed most of
second round, they will cooperate with defectors, and defét We only need to consider what the gossiping cooperators
against cooperators. Thereafter, the gossiping coopgseraith are doing amongst each other. Since they will always end up
always defect against cooperators, but cycles of cooparatcooperating after rounth = 2, this payoff is easy. Putting all
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TABLE Ill
FOUR DIFFERENT REGIMES

p<1/2 p>1/2
A < 1/2 | Individualistic prejudiced Individualistic trusting
« Defect vs. cooperators « Cooperate vs. cooperators
o Cycles of cooperation vs. defectors o Cycles of cooperation vs. defectors
A > 1/2 | Social prejudiced Social trusting
« Cooperate vs. cooperators « Cooperate vs. cooperators
(except second round) « Defect vs. defectors
« Defect vs. defectors
(except second round)

this together then yields E. Fixed points and evolutionary stability

The dynamics for the four different regimes are qualitdyive
Py(m) = x1(mb — pc) + 2 <pc —(m—1)ec 1-2A ) + very similar. Example phase portraits for all regimes am@sh
1=2X in Fig.[3. For some parameter range there is an unstable fixed
z3((m —1)c+pc—(m—1)b—pc) (25) point on thex,rs edge (so wherer; = 0), consisting of
only gossiping cooperators and defectors. There are newer a
The payoffs for the other regimes can be similarly derive¢hner fixed points. Fop = 1 the wholez;z5 edge are fixed
points. So fop = 1 selection is neutral between unconditional
and gossiping cooperators (if no defectors are presentain
case, a population of gossiping cooperators can drift tdgvar
When\ < 1/2 andp > 1/2 the gossiping cooperators stillunconditional cooperators. However, an invading type with
pay more attention to themselves, but they start cooperatalternativep < 1 then has a selective advantage.
somewhat easier in the first round. In the second round, theyThe unstable fixed point on the,z; edge for the different
will cooperate with cooperators, and defect against defect regimes are:
After that, they will continue to cooperate with cooperator |ndividualistic prejudiced
while again cycles of cooperation and defection will appear N 1—2\ 2—2)\
just as in the individualistic prejudiced regime. S T A, +pc<b —c)(m—1)
I_-|enc_e, t_h_e only qliffere_nce b_etween the trus_ti_ng and the prej Individualistic trusting
udiced individualistic regimes is that the gossiping caape's 1 — 2\ 2 _9)\
cooperate with the cooperators in the trusting regimegeatt I3 =¢C b—c Pc(b —o(m—1) (27)
of defecting them, as in the prejudiced case. This implies . o
the gossiping cooperators are expected to perform rehative SOcial prejudiced

B. Individualistic trusting

(26)

. p+1

worse, especially for lowh. B T gm=2) (28)
Social trusting »
C. Social prejudice S S
T3 C(bfc)(mfl) (29)

When A > 1/2 andp < 1/2 the gossiping cooperators
start to pay more attention to their peers, but will starkhe gossiping cooperators are exactly evolutionary stable
with some reticence in the first round. They will alwaydvhenever this fixed point exists, i.e. whef) < 1, showing
end up cooperating with cooperators, and defecting agaifstranscritical bifurcation wherPs(m) = 0 for 23 = 1.
defectors. However, in the second round, the reputatiothtor The transition from the individual prejudiced regime to the
cooperators is expected to be negative, hence the gossijlersindividual trusting regime is especially sudden. This i du
defect that round, while they will cooperate with defectord0 the fact that the gossiping cooperators defect uncamditi
The behavior versus defectors can indeed be seen as the IfARPerators in the individual prejudiced regime, whileythe
of A — 1/2, but the behavior versus cooperators radical§uddenly start cooperating with them in the trusting regime

changes, since they will now end up always cooperating. This suggests individualistic, prejudiced gossiping @afors
perform relatively well in a friendly environment, whereas

more socially oriented gossiping cooperators would doebett
D. Social trusting in a tougher environment.

When\ > 1/2 andp > 1/2 they pay again more attention
to their peers, and are more willing to cooperate. They will V. CONCLUSION
simply always cooperate with cooperators and defect againsin this article we introduced a model for studying indirect
defectors, starting from the first round. This can be seen @iprocity by explicitly considering the gossiping mentsamn
the limit of A — 1/2 from the individualistic case, both forto allow for local reputations. We have shown that fixed
the behavior versus cooperators and defectors. point undirected cooperation networks are socially badnc
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(1]
(2]
(3]
(4]
(5]
(6]

(7]

(8]

El

(c) Social prejudiced

d) Social trustin
(d) g [10]
Fig. 3. Phase portrait of the social trusting regime. Paraméte= 4,

¢ =1, m = 3. For the prejudiced regimes = 1/4 and for the trusting
regimep = 3/4. The individual regime uses = 1/4, and the social regime [11]
A = 3/4. Open circles signify unstable fixed points and closed @)laocles
stable fixed points.

(23]

The model can be considered an (additional) argument why;
socially balanced situations should be more prevalentritapa
from psychological theory [27]. It would also be interegtin 5]
to compare this model to other dynamical models of social bgi
ance [23], [24], [28]. Furthermore, we have derived reptica
equations to provide evolutionary stability conditions the [1€]
gossiping cooperators. This shows such a strategy coultldav
selective advantage, and possibly such a more sociallgtede [17]
strategy could have evolved from the individual strategy.

The model as currently stated is far from realistic howev ig)
First of all, the interaction is assumed to be all-to-all,iebh
clearly needs to be addressed. Combining this gossiping-mec
anism with for example active linking strategies [29], [30] [19]
simply allowing some static interaction graph [31]-[33psld |20
address this issue, and allow us to study indirect recipraci
graphs. Secondly, gossip might be passed on further than ot
one step, thus allowing cascades of gossips, possibly irgact}»o;
the entire population [34].

Even so, the model provides key insight in the working of
gossip and reputation in the context of indirect recipsof3 [23]
and could provide some insight into how social norms arg]
formed and upheld [12]-[14]. Yet the analysis of even this
simple model is far from complete and needs to be studiFg]
further.
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APPENDIX

The payoffs have been normalized by subtractifgm)
from every P;(m), i.e. P;(m) = P;(m) — Py(m), which

OP(m) _ OPy(m) |

P 41
81‘3 8x3 + 3 ( )
we also obtain
dfs -

does not affect the dynamics [26]. Using this, we obtain the

following normalized payoffs for the four regimes.
Individual prejudiced

R 1—-2A
Pi(m)=—mc— (m— l)b:cgm, (30)
. 1—-2A
Ps(m) =(m —1) |x3(b—c¢) — (cxa + bwg)m — pe.
(1)
Individual trusting
~ 1
Pi(m) =(m — 1)bzxs 5o~ G (32)
~ 1
Ps(m) =(m — l)bx32 —on (m = Dec(xy + z3)—
1—-2A
(m —1)cxs 5o~ PC (33)
Social prejudiced
Py (m) =(m — 3)bxs — me (34)
Py(m) =(m — 2)bxs — (m — 1)cxs — (m — 2)cx,—
cry — pe (35)

Social trusting
P (m) = (m — 1)bzs — mc (36)
P3(m) = (m — 1)bxs — (m — 1)c(z) + 23) —pe;  (37)

Obviously P,(m) = 0 for all regimes. By setting®; (m) =

Since P;(m) — P(m) < 0 for 25 = 1 for 0 < p < 1, the
only condition is thatPs(m) > 0 for z% = 1, which is the
case when the fixed point on thezs; edge (withzi = 0)
exists. The transcritical bifurcation then takes place mie
stability of the fixed pointz; = 1 changes from instable to
stable, i.e. wherPs(m) = 0 for 2% = 1.

The fixed pointz; = 1 unfortunately is non-hyperbolic, so
that we cannot use the linearization to study the stabilibe
functionV(x) = x5 for x = (x1, z2, x3) obtains its maximum
clearly atxy = 1 = 23, and has derivative

L — (o5 V(a)) = (loga) = 22 = ~P(m). (@9

SO is a Lyapunov functionAiTP(m) < 0. Since there exists
small z1,z3 > 0 such thatP(m) < 0, the pointz} = 1 is
always stable.

The instability of the fixed point on the;x3 edge (where
x] = 0) can be shown by only looking at this particular line,

hence a simple one dimensional system. Si 1(;“) >0
for the fixed points in the one-dimensional system it is alsvay
unstable, hence it is also unstable in the larger two-diineat

system.

P3(m) = P,(m) = 0 and solving we are looking for interior
fixed points, which do not exist, because the solution always
contradict the bounds fox, p, b, c andm. The fixed point on
the line wherexz} = 0 can be found by demanding; = 0

and solving forzj and usingzy =1 — x3.

Now to investigate the stability of the fixed points of the
replicator equation (17), we need to take a look at the egenv
ues of the Jacobian. If we writg (z) = z;(P;(m) — P(m)),
with « = (z1, z2, 23), the derivatives can be written as

ofi _ (9Bm) _oPm)\ . .,

D, ( or; ar,; ) for j # 1, (38)
ofi 5o\ A (9Bi(m)  0P(m)

05, (P;(m) — P(m)) + x; < o, oz, ) (39)

December 19, 2010 DRAFT


http://dx.doi.org/10.1186/1471-2148-8-287
http://dx.doi.org/10.1016/j.jtbi.2006.06.004
http://dx.doi.org/10.1103/PhysRevE.76.036117

	Introduction
	Reputation Dynamics
	Population structure
	Evolutionary Dynamics
	Individualistic prejudiced
	Individualistic trusting
	Social prejudice
	Social trusting
	Fixed points and evolutionary stability

	Conclusion
	Acknowledgment
	References
	Appendix

